Student’s t-test

t-test is used for testing for difference between 2 population means (u) . Calculation of a test statistic t
results from the estimation of parameters p and o in samples: x and s. Calculated test statistic is
compared with a table critical value, that we find out in t-distribution tables according to the chosen a
error and given v (degree of freedom).

According to data sets, that are available for comparison, we can employ different types of t-test:

I. Population vs. Sample Comparison (One sample t-test)

This test is used for evaluation of experiments, where we know population u (e.g. physiological value of
some biochemical indicator) = const. In the experiment we verify a hypothesis, that a test sample comes
from a population with this known p (Ho: p = const.)
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t = | 2'u| ( x -sample mean, u- population mean, s—sample SD, n—number of items in sample)
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Calculated t is compared with a critical value t(,v), where v =n-1 and a. = 0.05 or 0.01 :

* |ft < t@,v) = statistically insignificant difference between tested parameters at specific a (it means
that experiment has been ineffective)
Ift> t«v) = statistically significant difference between tested parameters (at o = 0.05) or
highly significant difference (at o = 0.01)
(it means that the experiment has been effective — it caused a change
of the mean in comparison with the population: the sample comes
from another population with p #const).

1l. Samples comparison (population p is not known)

1) paired experiment — there are 2 sets of measurements in 1 group of animals: 1 before an experimental
treatment and 1 after the treatment = obtained values are paired. We calculate
differences between paired values, then x and SD (s) of differences. We test a
hypothesis, that p of the measurements before and after the treatment are equal (or
mean value of the differences between this measurements = 0). (Ho: pdiffer=0)
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* If t < t©,v) = stat. insignificant difference between means of values before and after the treatment
at the specific o (the experiment has not been effective, Ho: paitter=0)
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t= v=n-1

If t> tewv) = statistically significant difference between means (at o = 0.05) or
highly significant difference (at o = 0.01)
(experiment has been effective - p after the treatment is different from
u before the treatment: Ho is not true.)

2) unpaired experiment — 2 different sets of data: Experimental and Control group of animals. We test a
hypothesis, whether p1 (test group) has the same value as p2 (control group).
Ho: p1 = po
sample 1 (n1) : we calculate x 1, s%
sample 2 (n2) : we calculate i 2, s%
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The populations sampled can be different variable — this affects calculation of t-test. Therefore we
have to determine difference between variances at first (to specify what type of calculation formula we

have to use for the following t-test). F-test:
F = bigger s? -(vww=n-1)
smaller s2 -(vo=n-1)

Calculated F is compared with the critical value, that we find according to o and degree of freedom :
vn (DF of numerator) and vp (DF of denominator) .

According to F-test result:

o IfF< F(x(VN, VD) = a) o1’ =02 :
‘fl _)72‘ —
t= v=n+nz-2
2 2
(n1 —1)*S1 +(n2 - 1)*S2 n, +n,
*
n +n,—2 n,*n,
N T _
Forni=n2=n: fZT V—(n-l) 2
s, +s8,
n
o If F> Foun, voy = b) c1°#62? :

(forng,nz2>30: v= )

+
n—-1 n,-1
|’?1_’72|
Forni=n2=n t= = =
S1 -I-S2
n

Conclusion:

* If t <t,v) = statistic. insignificant difference between p; and pe at specific o (Ho: pa= p2is true; it
means that the experiment has not been effective)

If t > twv)= statistically significant difference between p: and p2 (at o =0.05) or
highly significant difference (at o = 0.01)
(it means that the experiment has been effective and caused a change of
mean value in treated variable compared to the untreated control: pizu2 ).



